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INTRODUCTION.  Evaluation is something we all do, often many times a day, as we thread our way through or across traffic, or a menu, or a gift list, or the choice of words when writing. But there are also a dozen professional specialties in evaluation, just as in medicine or engineering, where substantial learning and mentoring are required, in order to master even the vocabulary, let alone the application skills. Some of these are formally taught at colleges—for example program evaluation, policy analysis, and educational testing. Others are mainly learnt from guild members in the world of practice—for example, diamond grading, timber cruising, antique assessing. But there is one evaluation specialty of unique importance to the discipline of evaluation, as well as being of considerable difficulty, that probably ties for the position of being the least studied of all. It is crucially important because it represents the body of evaluative knowledge on which the standards for the entire enterprise of evaluation are incorporated, and—independently—because its development and practice are essential signs that we evaluators practice what we preach, i.e., the benefits of establishing and defending evaluative conclusions, in order to benefit citizens, managers, practitioners, and theorists. This specialty is of course the evaluation of our own evaluations, i.e., meta-evaluation. 
What follows is an effort to outline the considerations that should be covered when doing meta-evaluation, a practice that is listed as part of any good professional evaluation by the American National Standards Institute (ANSI). As you look carefully at these, you will see that understanding them is sometimes hard, and applying them is often harder. It’s tempting to conclude that one can get by without taking the time involved in applying them. And that is certainly true, if and only if ‘getting by’ is the standard by which you wish to be judged. If, on the other hand, you aspire to higher standards, perhaps aiming to do as well as you can to meet the best standards that the profession now has, and perhaps to improve those standards, then read on, and publish or send suggested improvements to michaelscriven.info. 
THE META-EVALUATION CHECKLIST 
NOTE 0: THE FOLLOWING CHECKPOINTS SHOULD BE APPLIED TO: (A) ALL ‘EMPIRICAL’ (I.E., NON-EVALUATIVE) FINDINGS AS WELL AS EVALUATIVE FINDINGS; (B) ANY RECOMMENDATIONS OR PROGRAM MODELS ALSO PRODUCED; (C) ALL SIDE-EFFECTS OF DOING THE EVALUATION, GOOD AND BAD—E.G., CAPACITY-BUILDING OF STAFF OR SUBJECTS; OR NEGATIVE AFFECTUAL CHANGES IN ANY STAKEHOLDER GROUP;(D) THE QUALITY OF THE EXECUTION OF THE EVALUATION DESIGN.
NOTE 00: IN ANY PARTICULAR CASE, LOOK CAREFULLY AT THE CONTEXT, INCLUDING THE CLIENT’S AND THE STAKEHOLDERS’ NEEDS AND RESOURCES, IN ORDER TO DETERMINE WHICH OF THE FOLLOWING CHECKPOINTS SHOULD GET MORE ATTTENTION. 
NOTE 000: THE ORDER OF ITEMS BELOW IS NOT A SIMPLE ORDER OF IMPORTANCE; FOR EXAMPLE, ITEM 8 WILL SOMETIMES BE MORE IMPORTANT IN IDENTIFYING EXEMPLARY/SIGNIFICANT EVALUATIONS THAN  ITEM 1, EVEN THOUGH ITEM 1, LIKE ITEMS 4 AND 6 (THE *STARRED SET*), INCLUDES A BAR THAT MUST BE CLEARED WHEREAS ITEM 8 DOES NOT.
1. Validity* (including the reliability of the methodology used (e.g., taking into account the well-known inaccuracy in the statistics built into Excel), the quality of its implementation, and the comprehensiveness of its coverage (e.g., against ANSI, KEC, CIPP, Yellow Book, AEA Guidelines). Note 1A: this must include ethicality/legality/propriety/fidelity, e.g., avoidance of unnecessary intrusions, misrepresentations, or privacy violations; and appropriate cultural accommodations (although any concessions to these must be made without significant ethical concessions, e.g., burka OK, honor killing not OK). Note 1B: This is a monster checkpoint: on my account of it (the Key Evaluation Checklist), it has 16 major sub-points to cover, for which my summary runs about 30,000 words (at michaelscriven.info ). As per Note 00 above, the context will usually indicate which of these are most important in the allocation of evaluation resources.
2. Credibility, i.e., avoidance of apparent conflict of interest, or the appearance of an inadequate level of competence. Even though these are not the same as actual conflict of interest or absence of competence, it’s important to avoid them in order to facilitate acceptance and implementation, if it is possible to obtain them without loss on more crucial checkpoints e.g., validity. An example that is currently under discussion will be found in the KEC under ‘developmental evaluation.’
3. Clarity* (strictly speaking, this should be stated as ‘comprehensibility-to-the degree-possible-for this audience’) normally required for all stakeholders with a right to know, not just client & staff: this may require doing more than one report, written or spoken; and it commonly requires post-report interaction with audiences—after they are given time to digest and apply the report—in order to check for misunderstanding.)
4. Concision (i.e., the avoidance of unnecessary length—not the same as brevity, since an evaluation must cover what validity & utility requires (so 5 must come after 1, 2, and 3); highly context-dependent (e.g., depends, to some extent, on interests of client). A very clear evaluation may be much longer than it needs to be, so we need a special checkpoint for this.
5. Timeliness (i.e., submitted by the contracted deadline, adjusted to accommodate delays due to client). An evaluation is a contracted service, not just a scientific publication, and only for the latter can one argue that punctuality is overridden by the need for a refined level of accuracy or comprehensiveness. An evaluation that comes in after the decision deadline is often of zero value, not just of less value.
6. Effectiveness (judged until the close of the follow-up window, plus predictable effects thereafter.) Note that this includes utilization-maximizing design and execution/assistance as well as the outcomes of the evaluation, if any: it is not limited to the outcomes alone, i.e., to actual utilization results (contra Michael Quinn Patton), since absence of the latter may be entirely the fault of the client or staff or ‘acts of God,’ e.g. earthquakes. If the failure to get appropriate results is the fault of the evaluator, it can only be through a fault of his/her design or implementation.
7. Cost-feasibility* (comes before cost-effectiveness because this normally incorporates a bar (i.e., there is a maximum feasible cost), hence this criterion is not limited to mere desirability status. This includes all money, non-money, and opportunity costs).
8. Cost-effectiveness (a.k.a., Efficiency) A good evaluation design—the details of which may not, in some cases, be included in the report to the client, and will have to be obtained from the evaluator of record—will be based on, and exhibit the results of, a careful contrast of the design chosen with alternative possible designs/approaches/staffing, on all costs and yields. The three most important foci for applying this checkpoint require a quite sophisticated level of skill in: (i) cost-analysis; (ii) robustness analysis; and (iii) probable yield analysis. (i) The cost-analysis has to estimate the resources available as well as those actually used, and of course all non-money costs (e.g., time, expertise, space, and opportunity costs) of the designs considered by the meta-evaluator, as well as the conventional money costs. (ii) Robustness analysis, when applied to meta-evaluation, involves a study of the statistical and methodological presuppositions of each feasible design, looking for those that minimize the risks of each in terms of its associated assumptions about the impacted populations, contexts, and resources. An evaluation may be valid but more at risk than it needs to be i.e., not as robust as it could be. (iii) Yield analysis is the more general concept that represents an extension of the notion of statistical power—the ability of a design to reject false negatives—to cover qualitative research designs. It is, roughly speaking, the process of estimating the extent to which a design squeezes valuable information out of a dataset (which, in qualitative research, may of course be a book or a video clip or a group’s impressions, rather than a numerical matrix).
9. Generalizability (a.k.a., in this context, a key component of significance/importance). Does this evaluation exhibit, or do its findings support, a new and/or potentially valuable perspective or model, e.g., some conclusion or design that could be usefully applied using other staff, evaluands, or contexts, besides or instead of those actually involved in this case; or does it use a new tool (for data-gathering or data-analysis) that can be applied to other important categories of evaluands or data; or does it/could it generate data or a database that will be useful in other contexts? As with robustness, this criterion must be carefully applied since it’s asymmetrical, i.e., it’s no fault of the evaluation if it offers no generalizability, although it is a virtue if demonstrably present. In other words, the applicability of this criterion must be discussed but the discussion does not have to show the criterion is present for the evaluation we’re evaluating to be a good evaluation.
______________________________________________
Acknowledgments  Many thanks to Leslie Cooksy for some very acute comments on an earlier draft, which led to what I think are considerable improvements.
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